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Abstract: Due to intense volatility, complex nonlinear dynamics, and scant historical data, predicting
financial prices in emerging markets is extremely difficult. This paper presents a hybrid ARIMA+LSTM model
for stock price forecasting in the Indonesian market and tests it. The model effectively combines traditional
econometric techniques with advanced deep learning methodologies. Walk-forward validation on over five
years of data from various Indonesian stocks (BBRI, ALFMART, UNVR, BSIM) is applied. The hybrid model
achieves a Root Mean Square Error of 112.54, Mean Absolute Percentage Error of 2.21%, and Directional
Accuracy of 68.9% for one-day ahead predictions. This performance exceeds that of pure ARIMA by 22.5%
and is statistically significant (p < 0.001, Cohen's d = 1.18). The model consistently shows good results
over many prediction horizons (1, 5, and 10 days) and several Indonesian stocks from different sectors with
a standard deviation of only 8.3 during the test period. A cloud-based deployment architecture is planned
to reach about 1,500 predictions per second at a latency of 45ms which will be suitable for real-time
institutional trading systems. Sensitivity analysis reveals optimal hyperparameters (60-day window; between
50 to 25 LSTM units with a dropout rate of 0.2) as well as confirming strong performance across parameter
variations. SHAP analysis plus attention visualization results show that the model keeps interpretability even
though deep learning is complicated; recent prices (lag-1 and lag-2) hold about 70% of the prediction
variance. This work validates hybrid ARIMA+LSTM modeling in an emerging market like Indonesia through
rigorous walk-forward validation methodology and practical insights into generating actionable trading
signals with a win rate of 68.9% which supports portfolio management integrated within risk frameworks
as well as limitations that include dependency on historical data, exclusion of transaction costs, and single
asset focus yet significantly contributes methodological rigor and empirical validation to machine learning
literature in financial forecasting specifically regarding emerging markets.

Keywords: Machine Learning; Financial Forecasting; ARIMA-LSTM Hybrid; Time Series Prediction;
Indonesian Stock Market.
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1. Introduction

The global financial market has undergone significant changes over the past few decades, characterized
by increased volatility, complexity in financial instruments, and unprecedented speed of information flow.
Predicting asset prices has emerged as a crucial challenge in quantitative finance, impacting investment
decisions, risk management, and overall financial system stability. Deep learning models are increasingly
replacing traditional statistical methods and conventional machine learning approaches for financial price
forecasting, marking a shift in predictive methodologies [1]. Traditional forecasting models often struggle with
the volatile, complex, noisy, and non-stationary nature of financial time series data [4]. Financial prediction
methods have evolved from classical statistical approaches to more sophisticated machine learning algorithms.
The relevance of Support Vector Machines (SVM) in financial data analysis is well established [2]. Early
statistical methods, particularly linear models like AR, MA, ARMA, and ARIMA, were widely used for time series
forecasting and yielded satisfactory results. However, these models have limitations in capturing non-linear
patterns, prompting researchers to seek more advanced techniques. Long Short-Term Memory (LSTM) and
Support Vector Regression (SVR) have become prominent in the literature for financial time series forecasting
[12].

The rise of machine learning and deep learning has transformed financial prediction. SVR and SVM are
effective for stock forecasting, especially when data is limited or real-time analysis is required [6]. Key
approaches in quantitative finance include machine learning and deep learning models such as deep neural
networks, Gaussian processes, and gradient boosting machines [3]. A systematic review of various algorithms
for stock price prediction identifies standard evaluation metrics like accuracy, recall, precision, F1 Score, MSE,
MAE, RMSE, and R-squared error [11]. Challenges in applying machine learning to finance include data quality,
model interpretability, and ethical considerations [7]. Other challenges involve overfitting, model instability,
and systemic risk [8]. Recent trends indicate a movement towards hybrid and ensemble models that combine
the strengths of different approaches. These models aim to enhance predictive accuracy while addressing
individual weaknesses [14]. Comparative analyses show that deep learning models, such as LSTM and
Transformer, excel in recognizing long-term dependencies and managing non-linear dynamics, although they
require complex training processes and significant computational resources [5]. LSTM performs well for short-
term forecasting but tends to lose accuracy for longer predictions [2]. Hybrid models that integrate ARIMA for
linear trends with LSTM for non-linear relationships demonstrate superior performance [14].

In Indonesia, several empirical studies have applied machine learning models to financial prediction.
Research comparing RNN-based models for forecasting Indonesia's economic data, including IHSG, export
values, and GDP, has identified the most effective models among RNN, LSTM, and GRU [17]. A hybrid LSTM-
XGBoost model for predicting BBRI's closing stock price achieved RMSE 117.89, MAE 92.45, and MAPE 2.21%
[18]. Studies comparing LSTM and ARIMA for predicting Alfamart and Alfamidi stock prices using five years of
data have also been conducted [19]. A hybrid CNN-LSTM model combined with VaR for predicting Unilever
Indonesia's stock price has shown promising results [20]. The implementation of LSTM for predicting the stock
price of Bank Syariah Indonesia, evaluated with MAPE and RMSE, adds to the local literature [21]. The hybrid
ARIMA-LSTM model has also been developed for gold price prediction [15].

A robust validation methodology is crucial in developing effective financial prediction systems. Seminal
studies on bootstrap evaluation of data splitting effects in financial time series indicate that variations due to
different resampling strategies are significantly larger than those caused by network conditions like initialization
[16]. These findings underscore the importance of walk-forward validation in time series contexts to ensure
the validity of predictive outcomes. Developing effective financial prediction systems relies not only on
advanced machine learning algorithms but also on supportive technological infrastructure. The implementation
of cloud computing in distributed computer systems can facilitate the deployment of scalable and real-time
prediction systems [22]. Technical foundations for robust system architecture have been discussed in the
context of cloud computing [23], and the role of routing protocols in enhancing cloud performance [24].
Reliable network infrastructure is critical, as demonstrated by studies on computer network technology using
VLAN methods to support segmentation and security of financial data [25]. Cloud computing has also proven
effective in enhancing learning in the digital era [26].

Machine learning applications have integrated into various aspects of technological infrastructure. For
instance, applying machine learning in computer networks illustrates how these techniques optimize
performance and security, supporting financial systems [27]. Security considerations and risk management in
technology-based systems are essential, as shown in analyses of risks associated with IoT-based smart home
systems [28]. The integration of augmented reality with management information systems for enhanced data
visualization offers an adaptable approach for visualizing complex financial data. The impact of digital
applications on student achievement highlights the relevance of user adoption and effectiveness in user-
friendly prediction systems [30].
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Financial prediction systems serve as components of broader decision support systems. Research on
Decision Support Systems using the Simple Additive Weighting (SAW) method provides a framework for
integrating predictive results into structured decision-making processes [31]. Integrating machine learning
prediction models with decision support systems enables the transformation of predictive outputs into
actionable recommendations for investors and financial analysts. Despite extensive research on machine
learning-based financial prediction, several gaps remain. First, many studies in Indonesia focus on single-stock
predictions without considering inter-asset correlations. Second, the integration of predictive models with cloud
computing infrastructure for real-time deployment remains limited. Third, there is a need for systems that are
not only accurate but also interpretable to support financial decision-making. This research aims to develop a
machine learning-based financial prediction system focused on managing financial data using time series
analysis while considering a system architecture that can be deployed using modern cloud infrastructure.

2. Related Work

The use of machine learning for predicting financial asset prices has become a rapidly growing research
area with various methodological approaches. Sapankevych and Sankar (2009) introduced Support Vector
Machines (SVM) as an effective technique for time series prediction, demonstrating its capability to handle
complex financial data [1]. Similarly, Yu et a/. (2025) illustrated how deep learning has transformed time series
forecasting by capturing intricate non-linear relationships in financial data [2]. Ludkovski (2023) provided a
comprehensive overview of statistical machine learning in quantitative finance, emphasizing the importance of
model selection across different market scenarios [3]. The evolution of financial prediction methodologies
reflects a shift from traditional statistical models to more advanced machine learning techniques. Nosratabadi
et al. (2020) analyzed data science in economics, exploring available machine learning and deep learning
methods and their relative effectiveness [4]. Bao (2024) conducted a detailed comparative analysis of various
stock price prediction models, highlighting the strengths and weaknesses of each technique in practical
contexts [5]. Kurani et al. (2023) systematically compared Artificial Neural Networks (ANN) and SVM for stock
forecasting, revealing that both methods possess unique characteristics suited for different market conditions
[6].

Machine learning applications in finance have shown promising results, albeit with certain challenges.
Nandi, Jana, and Das (2023) identified various ML-based approaches for financial market prediction, stressing
the need for a solid understanding of market characteristics to select optimal models [7]. Salehpour and
Samadzamini (2023) illustrated how machine learning can be integrated into algorithmic trading strategies,
demonstrating its potential to enhance automated trading systems responsive to real-time market conditions
[8]. This reflects the financial industry's recognition of machine learning's transformative potential in improving
investment decisions. The emergence of deep learning has opened new opportunities for addressing the
inherent complexities of financial price prediction. Zhang, Sjarif, and Ibrahim (2024) presented various deep
learning models for price forecasting in financial time series, showcasing the advantages of deep learning in
identifying long-term dependencies and complex temporal patterns [9]. Joiner et al. (2022) demonstrated the
feasibility of algorithmic trading using ML models, validating the practicality of automated trading systems that
rely on ML predictions [10]. Sonkavde et a/. (2023) conducted a systematic review of machine learning and
deep learning algorithms for stock market price forecasting, providing a comprehensive overview of state-of-
the-art techniques and relevant evaluation metrics, such as MSE, MAE, RMSE, and R-squared [11]. Vuong et
al. (2024) contributed a bibliometric review of stock price forecasting, analyzing research trends and identifying
emerging topics in the field [12].

The Long Short-Term Memory (LSTM) model has emerged as the most widely used deep learning
architecture for time series forecasting in finance. Yu et a/. (2025) emphasized LSTM's role in capturing long-
term dependencies in financial time series, while empirical studies indicate that LSTM excels in short-term
forecasting, although its accuracy decreases for longer prediction horizons [2]. Recent research highlights a
paradigm shift towards hybrid and ensemble models that combine the strengths of various techniques.

The development of hybrid models has enhanced financial prediction accuracy. Lyu (2025) proposed a
hybrid ARIMA-LSTM model that combines ARIMA's ability to capture linear trends with LSTM's strength in
processing non-linear relationships, resulting in significant improvements in prediction accuracy [14].
Zulfahrizan et al. (2025) implemented a hybrid ARIMA-LSTM model for gold price prediction, demonstrating
the versatility of this hybrid approach across different financial assets [15]. Validation methodologies also play
a crucial role in ensuring the reliability of prediction results. LeBaron and Weigend (1998) conducted seminal
research on bootstrap evaluation of data splitting effects in financial time series, finding that variations due to
resampling strategies are significantly larger than those caused by network conditions, thus emphasizing the
importance of walk-forward validation [16].
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In the context of the Indonesian financial market, various empirical studies have applied machine learning
to financial prediction. Alkahfi et al (2024) systematically compared RNN-based models for forecasting
Indonesia's economic data, utilizing IHSG, export values, and GDP to evaluate the effectiveness of RNN, LSTM,
and GRU [17]. Selayanti et al. (2025) developed a hybrid LSTM-XGBoost model to predict BBRI's closing stock
price, achieving impressive results with RMSE 117.89, MAE 92.45, and MAPE 2.21%, demonstrating the
effectiveness of ensemble methods in the local market [18]. Putra (2024) empirically compared LSTM and
ARIMA for predicting Alfamart and Alfamidi stock prices using five years of time series data, providing valuable
insights into the relative performance of both approaches in the retail sector [19]. Febriyanti et a/ (2025)
integrated CNN-LSTM with Value at Risk (VaR) for predicting Unilever Indonesia's stock price, showcasing a
novel approach that combines deep learning with risk metrics [20]. Sahroni ef a/. (2024) implemented LSTM
for predicting the stock price of Bank Syariah Indonesia, evaluated using MAPE and RMSE, contributing to the
literature on financial prediction in the context of Islamic banking in Indonesia [21].

The development of robust financial prediction systems requires supportive technological infrastructure
for scalable and real-time deployment. Saputra, Jonathan, and Aribowo (2025) demonstrated the
implementation of cloud computing in distributed computer systems, providing a technical foundation for
scalable prediction system deployment [22]. Saputra et al. (2025) presented a comprehensive review of cloud
computing technologies that can support modern system architectures [23]. Saputra, Jonathan, et al. (2025)
explored the role of routing protocols in enhancing cloud computing performance, a crucial aspect for ensuring
low latency in real-time prediction systems [23]. Saputra, Rufa'i, and Najmuddin (2023) discussed the
implementation of computer network technology using VLAN, which provides a foundation for segmentation
and security in financial systems [25]. Saputra, Rufa'i, Najmuddin, and Jonathan (2025) highlighted the
effectiveness of cloud computing in the context of digital learning, relevant for developing and testing
prediction systems in scalable environments [26].

Integrating machine learning into various aspects of technological infrastructure has demonstrated
significant potential for system optimization. Saputra, Wattimena, and Jonathan (2025) showcased machine
learning applications in computer networks, illustrating how ML can be used for network optimization and
anomaly detection [27]. Najmuddin et a/. (2025) analyzed the risks associated with implementing IoT-based
smart home systems, providing insights into security and reliability considerations in complex information
technology systems [28]. Asta et al (2024) integrated augmented reality with management information
systems for enhanced data visualization, an approach adaptable for visualizing complex financial data in
prediction systems [29]. Asta, Aribowo, et al. (2024) highlighted the significant impact of digital applications
on student achievement, relevant for user adoption and effectiveness in user-friendly prediction systems [30].
Integrating machine learning predictions into broader decision-making frameworks is essential for realizing
the practical value of these models. Saputra, Jonathan, and Warnars (2020) presented a Decision Support
System using the Simple Additive Weighting (SAW) method, providing a framework for transforming predictive
outputs into actionable recommendations for financial stakeholders [31]. The integration of sophisticated
prediction models with robust decision support systems enables investors and financial analysts to leverage
machine learning insights in structured decision-making processes.

The analyzed literature indicates that state-of-the-art financial prediction involves strategically combining
various techniques, from traditional statistical methods to advanced deep learning architectures, along with
robust technological infrastructure and comprehensive decision support methodologies. Particularly in the
Indonesian market, there is a growing body of research demonstrating the applicability of advanced machine
learning and deep learning techniques for financial forecasting, while opportunities for further research in
hybrid model development, real-time deployment, and integration with decision-making frameworks remain.

3. Research Method

This study adopts a quantitative approach with a systematic design to develop and compare machine
learning models for predicting stock prices in the Indonesian market. The data used includes time series of
closing prices from four Indonesian stocks (BBRI, ALFMART, UNVR, BSIM) over a minimum period of five
years, selected based on high liquidity and complete data availability [4]. Data pre-processing involves
normalization using min-max scaling to ensure feature consistency [9], handling missing values through linear
interpolation [6], and conducting stationarity testing with the Augmented Dickey-Fuller test [1]. Outlier
detection is performed using the Interquartile Range method [13]. The dataset is divided using walk-forward
validation to prevent data leakage and respect the critical temporal ordering in time series analysis [16][2]. It
is split into a training set (70%), validation set (15%), and test set (15%) with a window size of 60 days.
Prediction horizons are set at 1, 5, and 10 days to evaluate multiple time frames [2][14]. The study develops
four model categories: ARIMA, with order determined using the Akaike Information Criterion (AIC) [1]; Support
Vector Regression (SVR) with a radial basis function (RBF) kernel [8]; XGBoost optimized through grid search
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hyperparameter tuning [5]; and LSTM with a two-hidden layer architecture (50 and 25 units, dropout 0.2) [9].
Additionally, a hybrid ARIMA+LSTM model integrates linear and non-linear components through residual
decomposition [14][15].

Implementation is carried out using Python 3.8, leveraging libraries such as scikit-learn,
TensorFlow/Keras, and statsmodels. Hyperparameter tuning is performed on the validation set using grid
search with RMSE and MAE as selection criteria [11]. Early stopping is applied to deep learning models with a
patience of 10 epochs, and training is limited to a maximum of 100 epochs with a batch size of 32 for LSTM
[16]. Performance evaluation utilizes six complementary metrics: RMSE, MAE, and MAPE for point forecast
accuracy; R2 for variance explanation; Directional Accuracy (DA) to measure the percentage of days with
correct movement direction [4]; and Theil's U coefficient for comparison against a naive baseline [2]. Statistical
significance testing is conducted using paired t-tests with a confidence level of 95% and effect size calculated
using Cohen's d [11]. Result validation includes robustness testing across multiple non-overlapping test periods
and rolling window stability analysis [16], alongside sensitivity analysis that varies window sizes (30, 60, 90
days), prediction horizons, and architectural parameters. For the hybrid model, optimal weighting between
ARIMA and LSTM components is analyzed [15]. The deployment infrastructure utilizes a cloud-based
architecture with PostgreSQL for data storage, Flask API for model serving, and a monitoring system to track
performance [22][23][26]. An automated retraining pipeline is configured to run every 30 days, and
interpretability analysis employs SHAP values for feature importance assessment [7], and attention
visualization for LSTM [27]. Final validation includes comparisons with literature benchmarks [14][18], out-of-
sample validation on recent data, and cross-validation with multiple random seeds. The methodology adheres
to best practices in financial forecasting research, emphasizing rigor and reproducibility.

4. Result and Discussion

4.1 Results

This study evaluates five prediction models: ARIMA, SVR, XGBoost, LSTM, and hybrid ARIMA+LSTM using
Indonesian stock data over a five-year period. The evaluation is conducted across three prediction horizons
(1-day, 5-day, and 10-day) utilizing walk-forward validation to ensure result validity. This section presents
experimental results with comprehensive evaluation metrics, statistical analyses, and robustness validation.

4.1.1 Performance Metrics

Table 1 summarizes the model evaluation results for 1-day ahead predictions, which is the most relevant
horizon for short-term trading. The results indicate significant performance variations among models, with
LSTM and hybrid ARIMA+LSTM demonstrating superior outcomes.

Table 1. Model Performance on 1-Day Ahead Prediction

Model RMSE MAE MAPE (%) R2 DA (%) Theil's U
ARIMA 145.32 98.45 2.87 0.624 52.3 0.958
SVR (RBF) 138.67 92.15 2.69 0.645 54.8 0.941
XGBoost 132.48 87.23 2.54 0.667 57.2 0.923
LSTM 118.92 81.34 2.38 0.712 62.5 0.887
ARIMA+LSTM 112.54 76.89 2.21 0.748 68.9 0.841

The hybrid ARIMA+LSTM model achieves an RMSE of 112.54 with an MAE of 76.89, representing the lowest
error rate among all models. The Directional Accuracy (DA) reaches 68.9%, indicating the model's ability to
predict price movement direction with nearly 70% accuracy. The Theil's U coefficient of 0.841 signifies that
this model is significantly better than naive forecasting (baseline), where values below 1 indicate superior
performance compared to a simple persistence model. The standalone LSTM model also shows impressive
performance with an RMSE of 118.92 and a DA of 62.5%. However, the hybrid model provides a 5.3%
improvement in Directional Accuracy, demonstrating the advantages of combining linear (ARIMA) and non-
linear (LSTM) components. Machine learning models (SVR and XGBoost) outperform pure ARIMA, with
XGBoost achieving an RMSE of 132.48, yet still lag behind the deep learning approaches. Table 2 extends the
evaluation to longer prediction horizons (5-day and 10-day), revealing performance degradation as the
prediction horizon increases, a common phenomenon in time series forecasting.
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Table 2. Multi-Horizon Prediction Performance

Model Horizon RMSE MAPE (%) DA (%) Theil's U
ARIMA 1-day 145.32 2.87 52.3 0.958
5-day 187.45 3.92 48.1 1.024
10-day 215.78 5.23 45.7 1.087
LSTM 1-day 118.92 2.38 62.5 0.887
5-day 142.67 3.45 56.8 0.951
10-day 168.34 4.89 51.2 1.012
ARIMA+LSTM 1-day 112.54 2.21 68.9 0.841
5-day 134.23 3.12 62.3 0.912
10-day 156.89 4.34 57.6 0.978

The multi-horizon results demonstrate a clear trade-off between accuracy and prediction horizon. For 5-day
predictions, ARIMA+LSTM maintains an RMSE of 134.23 with a DA of 62.3%, remaining superior to other
models. At the 10-day horizon, all models experience significant degradation, but ARIMA+LSTM continues to
show the best performance with an RMSE of 156.89. This phenomenon is consistent with literature reporting
that LSTM performs better for short-term forecasting, while accuracy declines for long-term predictions [2].
The Theil's U coefficient for the 10-day horizon exceeds 1 for ARIMA and approaches 1 for LSTM, indicating
performance comparable to or slightly better than naive forecasts.

4.1.2 Model Accuracy Analysis

Model performance is further analyzed using three complementary error metrics: RMSE, MAE, and
MAPE. RMSE gives greater weight to larger errors due to squaring, making it sensitive to outliers. MAE offers
a more intuitive interpretation in currency units, while MAPE provides a percentage perspective that is scale-
independent. Figure 1 illustrates the RMSE comparison of models across various prediction horizons,
confirming the superiority of the hybrid and deep learning approaches. ARIMA+LSTM consistently shows the
lowest RMSE across all horizons, followed by standalone LSTM. The relatively smooth curve indicates model
stability under various market conditions represented in the test set.
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Figure 1. RMSE Comparison Across Prediction Horizons

MAPE, as a percentage error, provides practical context for investors. For 1-day predictions, ARIMA+LSTM
achieves a MAPE of 2.21%, which is acceptable for trading decisions, especially considering that average
single-day stock movements range from 3-5%. The MAPE increases to 3.12% for the 5-day horizon, still within
a reasonable range for portfolio management decisions. The degradation of MAPE to 4.34% for the 10-day
horizon reflects inherent uncertainty in long-term predictions. Directional Accuracy (DA) indicates the
proportion of times the model successfully predicts the price movement direction (up or down). This metric is
crucial as stock price direction is often more significant than exact price prediction in trading contexts.
ARIMA+LSTM achieves a DA of 68.9% for 1-day predictions, significantly better than random guessing (50%),
demonstrating substantial predictive power. This DA value aligns with findings from research on ML-based
stock prediction in emerging markets [18], which report DA in the range of 60-70% for similar models.

4.1.3 Statistical Significance Testing

To verify whether the performance differences among models are statistically significant, paired t-tests
are conducted on the residuals from each model pair with a significance level of a = 0.05. Table 3 presents
the results of statistical testing for relevant model pairs.
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Table 3. Paired t-test Results (a = 0.05)

Model Pair t-statistic p-value Significant Cohen's d
LSTM vs ARIMA 8.34 < 0.001 Yes 0.87
LSTM vs SVR 6.78 < 0.001 Yes 0.71
LSTM vs XGBoost 3.45 0.002 Yes 0.42
ARIMA+LSTM vs LSTM 5.23 < 0.001 Yes 0.64
ARIMA+LSTM vs XGBoost 7.89 < 0.001 Yes 0.92
ARIMA+LSTM vs ARIMA 12.45 < 0.001 Yes 1.18

The statistical testing results indicate that all performance differences are highly significant. The comparison
of ARIMA+LSTM against ARIMA shows the largest effect size (Cohen's d = 1.18), indicating substantial and
meaningful improvements that are significant both statistically and practically [11]. The comparison of
ARIMA+LSTM vs XGBoost yields d = 0.92, demonstrating a large effect size, while ARIMA+LSTM vs LSTM
shows d = 0.64 (medium-to-large effect), confirming that the hybrid approach provides genuine improvement
over pure LSTM.

4.1.4 Robustness and Sensitivity Analysis

To verify that model performance is not specific to particular periods or data characteristics, robustness
testing is conducted across multiple non-overlapping test periods. Figure 2 displays the moving average of
RMSE for the ARIMA+LSTM model throughout the test period, illustrating the stability of model predictions.
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Figure 2. ARIMA+LSTM Performance Stability Over Time

Model performance shows relative stability with an average RMSE of 112.54 and a standard deviation of ~8.3,
indicating that the model is not overfitted to specific market conditions. Periods with higher RMSE (135-140)
correlate with high volatility periods, suggesting that model sensitivity to market volatility is natural and
expected [16]. Sensitivity analysis explores the impact of hyperparameter variations on model performance.
Key parameters tested include input window size (30, 60, 90 days), LSTM hidden units (25, 50, 100), and
dropout rate (0.1, 0.2, 0.3).

Table 4. Sensitivity Analysis - Window Size Impact

Window Size RMSE MAE DA (%) Theil's U
30 days 128.34 89.23 64.2 0.884
60 days 112.54 76.89 68.9 0.841
90 days 119.87 83.45 65.1 0.862

The results indicate that a 60-day window is the optimal choice, providing the best balance between capturing
sufficient historical context and avoiding the inclusion of irrelevant historical data. A 30-day window is too
short to capture seasonal patterns, while a 90-day window begins to include noise from too-distant historical
periods. Sensitivity to LSTM layer configuration shows that a configuration of 50 units in the first layer and 25
units in the second layer is optimal, with diminishing returns for larger networks (100 units) and degraded
performance for smaller networks (25 units). A dropout rate of 0.2 is optimal for this dataset, with lower rates
(0.1) showing signs of overfitting on the validation set, while higher rates (0.3) result in underfitting.
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4.1.5 Model-Specific Analysis

The ARIMA model performs well in capturing linear trends and seasonal patterns, achieving an RMSE of
145.32 for 1-day predictions. ACF/PACF analysis identifies the optimal order (1,1,1) for most evaluated stocks,
indicating that first-order differencing is sufficient to achieve stationarity and minimal autoregressive/moving
average order is needed. Support Vector Regression with an RBF kernel shows an RMSE of 138.67, slightly
better than ARIMA. XGBoost outperforms SVR (RMSE 132.48), demonstrating the effectiveness of the
ensemble learning approach in capturing complex non-linear relationships in stock price data [8]. Grid search
optimization identifies optimal learning rates of 0.05, max depth of 6, and n_estimators of 300 for the XGBoost
configuration. The LSTM model captures temporal dependencies with an RMSE of 118.92, representing an
18.2% improvement over ARIMA. Attention weight analysis reveals that the model assigns the highest
importance to t-1 (lag-1) and t-2 (lag-2) timesteps, with exponentially decreasing importance for older
timesteps. This phenomenon is consistent with financial market behavior, where the most recent data is the
most predictive [9]. The hybrid model achieves the best performance (RMSE 112.54) through the combination
of the linear component (ARIMA) capturing trends and the non-linear component (LSTM) processing residuals.
ARIMA contributes approximately 55% of the prediction power, while LSTM contributes around 45% based on
weighted contribution analysis, indicating a balanced integration of both components.

4.1.6 Indonesian Market
The study also evaluates models on Indonesian stocks from various sectors: BBRI (banking), Alfamart
(retail), Unilever (consumer goods), and Bank Syariah Indonesia (Islamic banking).

Table 5. Model Performance on Various Indonesian Stocks (1-Day Prediction)

Stock Sector RMSE MAE MAPE (%) DA (%)
BBRI Banking 112.54 76.89 2.21 68.9
ALFMART Retalil 118.23 81.45 2.47 65.3
UNVR Consumer 108.91 74.23 2.08 71.2
BSIM Islamic Bank 115.67 79.34 2.34 67.1
Avg 113.84 78.00 2.28 68.1

The results show consistent performance across various stocks, with an average RMSE of 113.84 and MAPE
of 2.28%. UNVR (Unilever Indonesia) demonstrates slightly better performance (RMSE 108.91), possibly due
to lower volatility in the consumer goods sector. ALFMART shows a slightly higher RMSE (118.23), attributable
to the higher volatility in the retail sector and greater presence of intraday price swings. Consistency across
different stocks indicates good model generalization, and the approach can be reliably applied to various
Indonesian equities, consistent with findings from previous studies [17][18][19].

4.1.7 Infrastructure Performance Evaluation
The cloud-based deployment architecture is evaluated for latency, throughput, and resource utilization.
It is implemented using Flask REST API on an AWS EC2 instance with PostgreSQL backend for time series data
storage. Response Time Analysis:
1) Single prediction request: ~45 ms average
2) Batch prediction (100 samples): ~650 ms
3) Database query (1-year data): ~180 ms
4) Model loading time: ~200 ms

Throughput capability reaches ~1,500 predictions per second on production-grade infrastructure with
appropriate load balancing, sufficient for real-time trading scenarios. Resource consumption shows ~800 MB
RAM for loaded models and ~2 GB for database indexes, manageable on standard cloud instances [22]. The
automatic retraining pipeline executes every 30 days with an ~8-hour runtime for the full retraining cycle,
feasible for operational deployment.

4.2 Discussion

The hybrid ARIMA+LSTM model is superior to traditional and standalone machine learning methods for
financial time series prediction in the Indonesian market. The results strongly support the theoretical benefits
of hybrid modeling in financial forecasting, with ARIMA+LSTM achieving an RMSE of 112.54 and a Directional
Accuracy (DA) of 68.9%, compared to pure ARIMA's RMSE of 145.32 and DA of 52.3%. Improvement verified
through statistical significance testing (p < 0.001, Cohen's d = 1.18) highlights the effectiveness of
decomposing prediction tasks into linear and non-linear components. Optimal LSTM configuration with two
hidden layers (50 and 25 units) with a dropout of 0.2 aligns with literature recommendations and underscores
the importance of careful model tuning to avoid performance degradation. The DA for the ARIMA+LSTM model
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is at 68.9% for one-day predictions, which indicates substantial predictive power since this shows a 37.8%
improvement over a random baseline. The consistency in DA across multiple horizons (62.3% for five-day and
57.6% for ten-day predictions) further proves the robustness of this model though some drop in accuracy with
an increase in prediction distance was expected.

The performance of the ARIMA+LSTM model matches or even exceeds what has been found in current
literature, like Lyu study on the Chinese stock market which reported RMSE improvements of 12-15% for
ARIMA-LSTM hybrids [14]. In Indonesia, our results for BBRI show an RMSE of 112.54 with a MAPE of 2.21%,
indicating significant improvement while still being consistent with previous studies. The hybrid model takes
advantage of both ARIMA and LSTM strengths; where ARIMA captures trends and seasonal components
through linear operations, LSTM picks up complex non-linear patterns from residuals. This integration allows
ARIMA to give a stable baseline that reduces variance so that LSTM can focus on more predictive residual
patterns Empirical analysis shows about 55% contribution of prediction variance from ARIMA while LSTM adds
roughly around 45%, indicating balanced synergy between the two components.

The model shows steady performance across different Indonesian stocks, with an average RMSE of
113.84, which is a sign of good generalization across market segments. Differences in RMSE between stocks
are due to their natural volatility differences, with lower volatility stocks such as UNVR being more predictable.
The fact that the Indonesian market has higher volatility typical of emerging markets does not stop the model
from performing well since it can achieve a competitive MAPE of about 2.3%. This strength implies that it can
be adjusted to other emerging markets having similar dynamics. From an application perspective, the
ARIMA+LSTM model gives practical signals for trading since it has a DA of 68.9%, meaning that predictions
about price direction are reliable. With this kind of prediction and good risk management strategies, one could
expect positive returns on average. The model's MAPE is at 2.21% for one-day forecasts and at 3.12% for
five-day forecasts; this can be taken as reasonable accuracy regarding portfolio management. The cloud-based
infrastructure supports real-time implementation achieving about 1,500 predictions per second with low
latency suitable for intraday trading. As for interpretability, SHAP value analysis shows that recent prices have
a lot to say about the predictions aligning with financial intuition. The hybrid model keeps a fair degree of
interpretability by joining ARIMA's explicit linear modeling with LSTM's concentrated nonlinear modeling thus
raising transparency compared to traditional models.

Dependence on historical data, ignoring transaction costs, and possible biases in real-world
implementation. Future studies should look into modeling correlations between assets, integrating volatility,
and using causal discovery techniques to make the model more robust and adaptable. Also very important for
practical deployment is governance and quality management of data as this will be crucial for successful
implementation in real-world trading environments. This study adds to the increasing evidence base supporting
machine learning applications in financial markets particularly within emerging contexts; hybrid ARIMA+LSTM
approaches which effectively integrate traditional econometric methodology with modern deep learning have
shown significant potential towards improving financial forecasting accuracy as well as supporting investment
decision-making during their hybrid integration process towards enhanced future works that refine these
models even further by integrating comprehensive risk management frameworks while exploring their
applicability across diverse market environments.

5. Conclusion

This study develops and assesses a hybrid ARIMA+LSTM model for forecasting stock prices within the
Indonesian market. It combines effectively the strengths of linear components (ARIMA), which capture trends
and seasonal patterns, with non-linear components (LSTM), which are capable of learning complex residual
patterns. Empirical results show that the hybrid model achieves an RMSE of 112.54, a MAPE of 2.21%, and
Directional Accuracy of 68.9% for one-day predictions; this is a 22.5% improvement in RMSE over pure ARIMA
and 5.3% better than standalone LSTM. The statistical significance of this superior performance (p-value <
0.001, Cohen's d = 1.18) indicates that there is indeed an advantage to the hybrid approach in practice rather
than just by chance. It also keeps up its strength and steady performance no matter what happens, staying
stable at different times when predicting (1, 5, and 10 days) as well as being reliable with various Indonesian
stocks (BBRI, ALFMART UNVR BSIM) having an average RMSE of 113.84; plus over a nine-month test period
stability is shown by a standard deviation of only eight-point three. Infrastructure evaluation confirms it can
be used in a big cloud environment, with about 45 ms delay for each prediction and around 1,500 predictions
every second so that real-time institutional trading systems can work properly Sensitivity analysis finds best
hyperparameters (60-day window,50—25 LSTM units,0.2 dropout)and shows strong result against sensible
parameter changes SHAP analysis and attention visualization prove the model’s interpretability showing recent
prices(lag-1 and lag-2)have about 70% effect on prediction variance which fits financial logic. The contributions
of this research include empirical validation of the hybrid ARIMA+LSTM approach in the emerging market
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context of Indonesia, a comprehensive robustness methodology using walk-forward validation to prevent data
leakage practically deployed on the cloud system architecture, and detailed comparative analysis against
individual models. The findings provide practical foundations for applications within financial forecasting by
offering actionable trading signals at a 68.9% win rate supporting portfolio management to integrate with risk
management frameworks while acknowledging limitations that include historical data pattern dependence
neglecting transaction costs focusing on single assets sensitive to market volatility yet strong methodological
rigor empirical validation practical implementation feasibility makes this research contribution valuable to
machine learning literature in financial forecasting particularly within emerging market contexts like Indonesia.
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