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Abstract: Stunting is still a nutritional problem that exists in Indonesia and it needs immediate intervention 

in Jepara Regency. At the primary healthcare level, Batealit Public Health Center uses manual 
anthropometric recording for toddlers' growth assessment. This method can be prone to human recording 

errors and operational delays which hinder prompt clinical decision-making. To improve this condition, this 
study develops a web-based system for predicting stunting based on the K-Nearest Neighbor (KNN) 

algorithm. The research method was applied research with system development using the Waterfall model 
by processing main variables such as age, weight, and height. We tested the algorithm intensively by trying 

different neighbor values (k) to obtain the maximum value for accuracy, precision, and recall. From 

experiments, the KNN algorithm is best at k=3 with a 95.23% accuracy rate; this configuration is better 
compared to larger k values since they increase misclassification rates on normal and stunted categories. 

By porting this logic into a web interface, detection moves from being a manual task to an automated one 
occurring in real-time thus application becomes an essential part of decision support enabling health workers 

to bypass administrative delays and find stunting much faster more accurately within Batealit service area. 
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1.  Introduction 

Stunting remains a major barrier to public health improvement in Indonesia, as it is a chronic nutritional 

disorder that reduces the potential of human capital. More than just an issue of physical height, stunting 
represents a systemic failure in early childhood nutrition that undermines physical growth and cognitive 

development during the critical golden period of development. Empirical evidence shows that children who are 
stunted have much higher chances of experiencing motor and cognitive developmental disorders. These early 

deficits usually have long-term impacts such as reduced learning ability and delayed educational attainment, 
which automatically reduce economic productivity in adulthood [1]. The magnitude of this crisis can be seen 

from the 2022 Indonesia Nutritional Status Survey (SSGI), which recorded a national prevalence rate of 21.6%. 

This figure is still above the 20% tolerance threshold set by the World Health Organization (WHO), meaning 
that malnutrition is not an isolated case but rather a structural health emergency; hence, there is an urgent 
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need for acceleration in early detection so that quality future human resources do not suffer irreversible risks 
due to stunting [2].  

Although this mandate is urgent, it does not match the reality on the ground where primary healthcare 
facilities operate with Community Health Centers (Puskesmas). Most regions including Jepara Regency still use 

manual anthropometric workflows for nutritional monitoring of toddlers. Health workers take weight and height 

measurements by writing them down on paper charts which makes this method very prone to human error. 
These analog processes create risks from wrong data entry all the way to subjective misinterpretation of 

growth standards. It can lead to “false negatives,” whereby at-risk children are wrongly classified as normal 
and hence do not get any intervention needed since they were never flagged as at risk in the first place. The 

administrative burden imposed by manual processing also creates significant operational latency that prevents 
immediate clinical feedback. An assessment conducted recently at Bukittinggi Community Health Center 

validated these inefficiencies and claimed that moving toward digital nutrition surveillance was necessary to 

ensure both accuracy and timeliness in monitoring processes [3]. 
The use of information technology in the form of machine learning architectures provides a digital answer 

to these analog bottlenecks. Health facilities can standardize diagnosis and eliminate subjective bias by moving 
from manual interpretation to algorithmic classification. Among the many predictive models available, K-

Nearest Neighbor (KNN) has been identified as an especially appropriate algorithm for medical diagnostics. 

KNN is based on proximity — it classifies new data points based on how similar they are to existing historical 
records. This approach is popular because it is computationally simple and highly effective at recognizing 

patterns. Previous studies have shown that web-based applications using KNN for stunting detection can 
achieve accuracy levels above 90% consistently, validating the algorithm’s performance in real-world 

applications [4][5]. 
Other algorithms like Naive Bayes or Random Forest may be powerful, but comparative studies have 

shown that KNN is very competitive and sometimes even more precise in certain classification tasks related to 

nutritional status [3]. It is non-parametric which means it does not presume any underlying distribution of the 
data and therefore can adapt perfectly to the specific demography of a local population. This study takes note 

of those technical merits by proposing the development of a web-based stunting prediction application 
specifically for Batealit Community Health Center in Jepara Regency. The KNN algorithm will be embedded 

into a user-friendly web interface with an aim to change the current manual process into one that can be 

diagnosed automatically and in real-time. This digital shift shall not only enhance mathematical accuracy in 
classifying nutritional status but also act as an important decision support system so that health workers can 

respond quickly and effectively against stunting. 
 

2.  Related Work 

Stunting remains a chronic pediatric health problem in Indonesia with the highest consequences for the 
long-run human capital of the country. Stunting is a consequence of chronic malnutrition that impairs linear 

growth and development of the brain. Empirical studies have shown that children who are stunted are at 
greater risk of delayed cognitive development, reduced learning ability, and lower educational attainment in 

adulthood [1][2]. Tafili, Hamadi, and Spaulding (2022) further noted that it has multifactorial determinants 

which involve very complex interactions between nutritional intake, maternal health status, and environmental 
sanitation; hence long-term risks can only be mitigated by rapid and accurate early diagnosis [6].  

Detection mechanisms at primary healthcare facilities such as Puskesmas for early intervention remain 
largely analog despite their criticality. Health workers mostly use manual anthropometric measures of weight, 

height, and age to determine nutritional status. Although this workflow is operationally simple, it is 
fundamentally flawed since it is prone to human recording errors and subjective interpretation of growth charts 

with great latency in data processing. Putri et al. (2023) contend that these operational inefficiencies often 

postpone an appropriate clinical decision until the condition has progressed because at-risk children will not 
be identified until then [3]. Hence, there must be a shift from manual recording to digital surveillance if biases 

and delays associated with traditional methods are to be eliminated. 
The adoption of computational intelligence provides an answer to these diagnostic bottlenecks. Hasdyna, 

Dinata, and Fajri (2024) assert that hybrid machine learning approaches improve classification accuracy and 

prediction compared to manual methods significantly [7]. In the same vein, Jana, Dey, and Ghosh (2023) 
observed that digital health interventions have great potential for maternal and child nutrition monitoring 

provided primary care-level infrastructural issues are adequately addressed [8]. Information technology 
advancement allows big data processing toward objective data-based predictions with no human error 

involvement in diagnosis. 

The K-Nearest Neighbor algorithm is known for its computational simplicity and high classification 
accuracy within machine learning algorithms. Novalina et al. (2025) performed a benchmark study on several 
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algorithms and stated that KNN is very suitable for predicting stunting risk in the Indonesian population [9]. 
Hardt et al. (2023) also mentioned in their review that machine learning models are being more widely used 

in clinical nutrition research with good results, but integration into systems continues to be a problem [10]. 
KNN uses the proximity principle by finding the closest historical data to classify new data, so it is very 

appropriate to analyze anthropometric parameters. In addition, KNN can be implemented in a web-based 

architecture so that data can be accessed in real-time. This was demonstrated by Purwati and Sulistyo (2023), 
who created a decision support system based on KNN to help medical personnel determine and monitor 

stunting risk accurately [4]. 
 

3.  Research Method 

This study employed a quantitative research approach utilizing the K-Nearest Neighbor (KNN) machine 
learning algorithm to predict stunting in toddlers. The primary research data were obtained from the Batealit 

Community Health Center in Jepara Regency, comprising anthropometric records including age, sex, weight, 
and height. 

1) Data Source 
The dataset was collected from the official medical records of the Batealit Community Health Center, 

specifically covering children aged 0–59 months. Prior to analysis, the data underwent pre-processing, 

which involved removing duplicate entries and handling missing values to ensure the quality and integrity 
of the dataset. 

2) Research Variables 
The study defined specific variables for the classification model: 

a) Input Variables: Age (months), sex, weight (kg), and height (cm). 

b) Output Variable: Nutritional status, categorized strictly as "stunting" or "normal" in accordance with 
the WHO Child Growth Standards. 

3) Data Analysis Method 
The K-Nearest Neighbor (KNN) algorithm was applied to classify the nutritional status of toddlers. The 

analysis proceeded through the following stages: 

a) Data Pre-processing: Anthropometric data were normalized to ensure all variables operated on a 
uniform scale. 

b) Choosing k Values: The model was tested using several neighbor values (e.g., k=3, 5, 7) to identify 
the configuration that yielded optimal performance. 

c) Distance Calculation: The Euclidean Distance formula was utilized to quantify the similarity between 
data points: 

 

𝑑(𝑥, 𝑦)  =  √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 

 
Where: 

d(x,y)  : Distance between test data $x$ and training data $y$. 
𝑥𝑖  : The $i$-th attribute of the test data. 

𝑦𝑖  : The $i$-th attribute of the training data. 

N  : Total number of attributes. 

 
d) Classification: The class of the test data was determined based on the majority class found among 

the k nearest neighbors. 

e) Model Evaluation: Classification accuracy was measured using the formula: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 × 100% 

 

4) System Implementation 

The validated KNN model was integrated into a web-based application. The system is designed to process 
anthropometric input data, execute the classification using the KNN algorithm, and present prediction 

results in real-time to support the early detection of stunting risks. 
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5) Evaluation 
The system's performance was evaluated through two primary mechanisms: accuracy testing of the KNN 

model against actual historical data, and functional testing of the web application to ensure usability for 
health workers. This evaluation used toddler data from the Batealit Community Health Center as a specific 

case study. 

 

4. Result and Discussion 

4.1 Results 
The experimental phase utilized anthropometric records—specifically age, weight, height, and sex—

obtained from the Batealit Community Health Center in Jepara Regency. Prior to analysis, the dataset 

underwent normalization to ensure all attributes operated on a uniform scale. We assessed predictive 
performance by testing three distinct neighbor configurations (k=3, 5, and 7). As illustrated in the graph 

below, the model achieved its peak performance at k=3, reaching approximately 95.2% accuracy. Increasing 
the neighbor count resulted in a decline in precision, with accuracy dropping to 94.4% at k=5 and 94.3% at 

k=7. 

 
Figure 1. Comparison Graph 

 

We further decomposed the performance of the optimal model (k=3) using a confusion matrix. The 
classification breakdown reveals that the system correctly identified 430 toddlers as stunted and 457 children 

as having a normal nutritional status. Additionally, 372 records falling outside the WHO standard age range 
were correctly flagged by the system. 

 

 
Figure 2. Confusion Matrix (K=3) 
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Detailed evaluation metrics are presented in the table below. The model attained an overall accuracy of 
95.23%, with precision, recall, and F1-scores for the primary stunting and non-stunting categories consistently 

exceeding 93%. Notably, the system achieved a perfect recall rate (100%) for detecting age outliers. 
 

 
Figure 3. Precision, Recall, and F1-Score 

 

Following the algorithmic validation, the model was deployed within a client-server web architecture utilizing 
Flask for the back-end and HTML, CSS, and JavaScript for the front-end. The figure below displays the 

examination input interface, where administrators manually enter toddler health metrics including weight and 
height. Upon submission, the back-end algorithm processes these inputs to generate a nutritional status 

prediction. 

 
Figure 4. Toddler Data Input Page Display 

 

The final output is visualized in the dashboard shown below. The interface employs visual indicators to 
differentiate status: rows highlighted in red denote toddlers detected as stunted, while rows remaining white 

indicate a normal nutritional status. 
 

 
Figure 5. Nutritional Status Prediction Results Display 

 

4.2 Discussion 
The experimental outcomes indicate an inverse relationship between the number of neighbors and 

prediction accuracy for this specific dataset. The superior performance observed at k=3 suggests that a smaller 
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neighborhood structure is more effective at capturing the local data patterns required for accurate stunting 
prediction, whereas larger neighborhoods introduce noise that dilutes precision. With an accuracy of 95.23%, 

the proposed KNN model demonstrates high competitiveness when benchmarked against recent studies. This 
result aligns closely with findings by Khansa and Gunawan (2024) and Khoirunnisa and Gunawan (2024), who 

reported KNN accuracies of 95.67% and 96.19%, respectively, in similar toddler datasets [12][14]. 

Furthermore, the stability of the KNN algorithm in this study corroborates the systematic review by 
Indrisari et al. (2025), which categorizes KNN as a stable classifier for stunting prevalence with expected 

accuracy ranges between 72% and 99.92% [15].Regarding comparative algorithm performance, this study 
confirms that KNN consistently functions as a robust classifier, particularly when compared to Naïve Bayes. 

Widhari et al. (2024) and Sinaga et al. (2025) both noted that KNN provides significantly better diagnostic 
precision compared to Naïve Bayes, making it a pragmatic choice for primary healthcare applications where 

computational simplicity and high accuracy must be balanced [11][16]. However, it is acknowledged that 

ensemble methods like Random Forest can occasionally yield marginally higher accuracy in complex datasets, 
as observed in studies by Putri et al. (2024) and Khoirunnisa and Gunawan (2024) [12][13]. Despite this, the 

confusion matrix in this study reveals that KNN maintains a low error rate for the stunting category, supporting 
the findings of Putri et al. (2024) who highlighted that KNN excels in Recall metrics, a critical factor in medical 

screening to minimize false negatives [13].From an operational perspective, the integration of these findings 

into a web interface directly addresses the efficiency gaps inherent in manual recording. The utilization of 
color-coded results, as visualized in Figure 5, serves a functional clinical purpose beyond mere aesthetics. This 

visual distinction enables health workers to identify high-risk children instantly, facilitating a significantly faster 
response protocol compared to traditional manual list reviews. Consequently, the system functions effectively 

as a decision support tool, combining high mathematical accuracy with practical usability to enhance stunting 
prevention efforts at the primary healthcare level. 

 

5.  Conclusion 

This study successfully developed a web-based stunting prediction system by applying the K-Nearest 

Neighbor (KNN) algorithm using anthropometric data of toddlers from Batealit Community Health Center, 

Jepara Regency. The experimental results demonstrated that the KNN algorithm achieved a high level of 
accuracy, reaching 95.23% at k = 3. Evaluation using the confusion matrix, precision, recall, and F1-score 

also confirmed the strong performance of the model, particularly in classifying the non-stunting category and 
detecting children outside the WHO standard age range. The implementation of the web-based system 

provides several advantages, including real-time data access, ease of use for health workers, and improved 
speed in the early detection process. The use of color indicators in prediction results also facilitates quick 

identification of children requiring special attention. Therefore, the combination of the KNN method and a 

web-based application can serve as an effective decision support system for stunting prevention efforts at the 
primary healthcare level. Nevertheless, this study still has limitations, as the dataset was restricted to a single 

region. Future research is recommended to employ larger and more diverse datasets and to compare the 
performance of KNN with other machine learning algorithms to obtain more comprehensive results. 
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